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Abstract: Decision Making (DM) is one of the most important components of human cognition. In particular, 

the Multiple-Criteria DM (MCDM), is a composite form of DM evaluating options with conflicting goals and 

choosing the best solution among the existing ones. Following the fuzzy DM criterion of Bellman and Zadeh 

in 1970, several other methods have been developed by other researchers for DM in fuzzy environments. Here 

we present a parametric, MCDM method utilizing grey numbers as tools. This method improves an earlier 

approach of Maji and colleagues in 2002, who used the tabular representation of a soft set as a tool for 

parametric MCDM in a fuzzy environment. The method is also extended to cover cases of weighted DM and 

suitable examples are presented illustrating our results. 

 

Keywords: Grey Number; Soft Set; Tabular Representation; Decision-Making; Multiple-Criteria Decision 

Analysis 

 

1. Introduction 

Decision Making (DM), which is one of the most important components of human cognition, 

is the process of choosing a solution between two or more alternatives, on the purpose of achieving 

the optimal result for a given problem. Obviously DM has sense if, and only if, there exist more 

than one feasible solutions, together with one or more suitable criteria helping the decision maker 

to choose the best among these solutions. We recall that a solution is characterized as feasible, if it 

satisfies all the restrictions imposed onto the real system by the statement of the  problem as well 

as all the natural restrictions imposed onto the problem by the real system; e.g. if x denotes the 

quantity of the stock of a product, it must be x ≥ 0. The choice of the suitable criterion (or criteria), 

especially when the results of DM are affected by random events, depends upon the desired goals 

of the decision maker; e.g. optimistic or conservative criteria, etc. 

The rapid technological progress, the impressive development of the transportation means, the 

globalization of human society, the continuous changes appearing to the local and international 

economies, and other related reasons, led during the last 60-70 years to a continuously increasing 

complexity of the problems of  our everyday life. As a result the DM process became in many cases 

a very difficult task, which is impossible to be based on the decision maker’s experience, intuition 

and skills only, as it usually happened in the past. Thus, from the beginning of the 1950’s a 

progressive development started of a systematic methodology for the DM process, termed as 

Statistical Decision Theory, which is based on principles of Probability Theory, Statistics, 

Economics, Psychology and other related scientific topics (Berger, 1980). 
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      The DM process involves the following steps: 

• d1:  Analysis of the decision problem, i.e. understanding, simplifying and reformulating 

the problem in a form permitting the application of the standard DM techniques on it. 

• d2: Collection and interpretation of all the necessary information related to the 

problem. 

• d3: Determination of all the feasible solutions. 

• d4: Choice of the best solution in terms of the suitable, according to the decision 

maker’s goals, criterion (or criteria). 

One could add one more step to the DM process, the verification of the chosen decision 

according to the results obtained by applying it in practice. However, this step is extended to areas 

which, due to their depth and importance, have become autonomous. Therefore, it is usually 

examined separately from the other steps of the DM process (e.g. see Voskoglou, 2014). 

Note that the first three steps of the DM process are continuous, in the sense that the 

completion of each one of them usually needs some time, during which the decision maker’s 

reasoning is characterized by transitions between hierarchically neighbouring steps. In other words, 

the DM process, the flow-diagram of which is represented in Figure 1, cannot be characterized as 

a linear process. 

In particular,  the Multiple-Criteria Decision Making (MCDM), is a composite form of DM 

evaluating options with conflicting goals and choosing the best solution (e.g. see Taherdoost & 

Madanchian, 2023). 

DM problems appear frequently in everyday life characterized by vagueness. In such cases the 

classical Statistical Decision theory does not offer effective tools for studying the DM process. 

Fuzzy Logic (FL), on the contrary, due to its nature of including multiple values, offers a rich field 

of resources for this purpose. Bellman and Zadeh (1970) were the first who applied principles of 

FL to DM.  

Following the fuzzy DM criterion of Bellman and Zadeh, several other methods were proposed 

by other researchers for DM in fuzzy environments; e.g. Alcantud (2018), Alazemi et al. (2021), 

Zhu and Ren (2022), Khan et al. (2022), Chiclana et al. (1998), Ekel (2001, 2002), Ekel et al. (2016), 

etc. Here we will develop a parametric, MCDM method using soft sets (SSs), and grey numbers 

(GNs) as tools (Voskoglou, 2023a). This method improves an earlier method of Maji et al. (2002), 

which uses the tabular representation of a SS as a tool for MCDM in a fuzzy environment.  

      The present study is formulated as follows: Section 2 contains the necessary mathematical 

background about GNs and SSs, as well as the description, through a suitable example, of the 

parametric MCDM method of Maji et al. (2002). Section 3, after pointing out the weaknesses of the 

previous method, presents the improved method using GNs as tools, which results in better 

decisions than the method of Maji et al. when at least one of the parameters involved has a fuzzy 

texture. Section 4 discusses the weighted MCDM and the study closes with Section 5 including the 

final conclusions and some hints for future research. 

2. Mathematical Background 

2.1 Grey Numbers 

The grey system (GS) theory was introduced by Deng (1982) for handling approximate data (Liu 

& Lin, 2010). The main tool for handling the approximate data of a GS is the use of GNs. Modern 

readers often find GS theory as a nonparametric alternative to fuzzy set theory (Zadeh, 1965) 

because of its flexible propositions and arithmetic.  

 

d1 ↔ d2 ↔ d3 → d4  
 

Fig 1. The flow-diagram of the decision-making process 
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DEFINITION 1: A GN 𝐿, denoted with ⊗ 𝐿 is understood to be a real number with known 

range given by a closed real interval of the form [𝑎, 𝑏], but with unknown exact value. The GN  

⊗ 𝐿, however, may differ from the interval [𝑎, 𝑏] with respect to the presence of a whitenization 

function 𝑓: [𝑎, 𝑏] → [0,1], such that the closer is 𝑓(𝑡) to 1, the better 𝑡 ∈ [𝑎, 𝑏] approximates the 

unknown value of  ⊗ 𝐿.  

When no such function exists, it is logical to consider as the crisp representative of 𝐿 the real 

number  

K(⊗ 𝐿) =
𝑎 + 𝑏

2
 (1) 

     The real number K(⊗ 𝐿) is usually referred to as the kernel of ⊗ 𝐿 and the process of 

calculating its kernel is usually referred to as the whitenization of  ⊗ 𝐿.  

     The known arithmetic of the real intervals (Moore et al, 1995) is used to perform the basic 

arithmetic operations between GNs. Let ⊗ 𝐿1 ∈ [𝑎1, 𝑏1] and  ⊗ 𝐿2 ∈ [𝑎2, 𝑏2] be given GNs and 

let r be a positive number. In this paper we will make use only of the addition and of the scalar 

product of GNs, which are defined respectively by the relations 

⊗ 𝐿1 + ⊗ 𝐿2 ∈ [𝑎1 + 𝑏1, 𝑎2 + 𝑏2] (2) 

 

and 

𝑟 ⊗ 𝐿1 ∈ [𝑟𝑎1, 𝑟𝑏1]. (3) 

2.2 Using Soft Sets for Parametric Decision Making 

Molodtsov (1999) introduced the notion of SS for a parametric treatment of the real-world 

uncertainty in the following way:      

DEFINITION 2: Let 𝐸 be a set of parameters and let 𝑓 be a map from 𝐸 into the power set 

𝑃(𝑈) of the universal set 𝑈. Then the SS (𝑓, 𝐸) in 𝑈 is defined as a parameterized family of 

subsets of 𝑈 by 

(𝑓, 𝐸) = {(𝑒, 𝑓(𝑒)): 𝑒 ∈  𝐴}   (4) 

The term "soft" was introduced because the form of (𝑓, 𝐸) depends on the parameters of 𝐸.  

Maji et al. (2002) introduced the tabular representation of a SS for storing it easily in a computer’s 

memory and they used it for parametric DM. The following example illustrates their DM 

methodology. 

EXAMPLE 1: A company wants to employ a person among six candidates, say 𝐴1, 𝐴2, 𝐴3, 𝐴4, 

𝐴5  and 𝐴6 . The ideal qualifications for the new employee is to have satisfactory previous 

experience, to hold a university degree, to have a driving license and to be young. Assume that 𝐴1, 

𝐴2, 𝐴6 are the candidates with satisfactory previous experience, 𝐴2, 𝐴3, 𝐴5, 𝐴6 are the holders of 

a university degree, 𝐴3, 𝐴5 are the holders of a driving license and 𝐴4 is the unique young candidate. 

Find the best decision for the company. 

SOLUTION:  Set 𝑈 =  {𝐴1, 𝐴2, 𝐴3, 𝐴4, 𝐴5, 𝐴6} and let 𝐹 =  {𝑝1, 𝑝2, 𝑝3, 𝑝4} be the set of the 

parameters 𝑝1=well experienced, 𝑝2=holder of a university degree, 𝑝3=holder of a driving license 

and 𝑝4=young. Consider the map 𝑓: 𝐹 →  𝑃(𝑈) defined by  

𝑓(𝑝1)  =  {𝐴1, 𝐴2, 𝐴6}, 𝑓(𝑝2)  =  { 𝐴2, 𝐴3, 𝐴5, 𝐴6}, 𝑓(𝑝3)  =  {𝐴3, 𝐴5}, 𝑓(𝑝4)  =  {𝐴4}.  

Then the SS defined with respect to 𝐹 and 𝑓 is equal to 

(𝑓, 𝐹)  =  {(𝑝1, {𝐴1, 𝐴2, 𝐴6}), (𝑝2, {𝐴2, 𝐴3, 𝐴5, 𝐴6}), (𝑝3, {𝐴3, 𝐴5}), (𝑝4, {𝐴4})} 

The tabular representation of the SS (𝑓, 𝐹), shown in Table 1, is formed by assigning to each 

candidate the binary element 1, if he/she satisfies the qualification addressed by the corresponding 

parameter, or the binary element 0 otherwise. 

Then, the choice value 𝑉 of each candidate is determined by adding the entries of the row of the 

tabular representation of (𝑓, 𝐹) where it belongs. Thus, the candidates 𝐴1 and 𝐴4 have choice  
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Table 1. Tabular representation of the SS (f, F) of Example 1 

 𝒑𝟏 𝒑𝟐 𝒑𝟑 𝒑𝟒 

𝑨𝟏 1 0 0 0 

𝑨𝟐 1 1 0 0 

𝑨𝟑 0 1 1 0 

𝑨𝟒 0 0 0 1 

𝑨𝟓 0 1 1 0 

𝑨𝟔 1 1 0 0 

 

value 1 and all the others 2. The company, therefore must employ one of the candidates 𝐴2, 𝐴3, 

𝐴5 or, 𝐴6. 

3. Grey Decision-Making 

The DM method of Maji al. is not very helpful for the company in Example 1 to choose the 

new employee, since it excluded only two (A1 and A4) among the six candidates. This is due to the 

fact that in the tabular matrix of the corresponding SS the characterization of the candidates by the 

corresponding parameters was done by using the binary elements (truth values) 0, 1. In other words, 

although the method of Maji and colleagues starts from a fuzzy basis utilizing SSs as tools, then it 

uses bivalent logic for making the required decision. This could lead to inadequate decisions, if 

some of the parameters have a fuzzy texture, like it happens with the parameters 𝑝1 : well-

experienced and 𝑝4: young of Example 1. For tackling this problem, we have used GNs instead of 

the binary elements 0, 1 in the tabular representation of the corresponding SS (Voskoglou, 2023a). 

This methodology is illustrated here with the following example: 

EXAMPLE 2: Revisit Example 1 and assume that the analysts of the company, after studying 

more carefully the available information for the six candidates, decided to use the GNs  𝐺1  ∈

 [0.85, 1] ,  𝐺2  ∈  [0.75, 0.84] ,  𝐺3  ∈  [0.6, 0.74] ,  𝐺4  ∈  [0.5, 0.59]  and  𝐺5 ∈  [0, 0.49] 
instead of the binary elements 0, 1 for characterizing the parameters 𝑝1 and 𝑝4, which have a fuzzy 

texture, as shown in Table 2. Which is the best decision for the company in this case? 

SOLUTION: Adopting the notation used in the solution of Example 1, Table 2 gives the revised 

tabular representation of the SS (𝑓, 𝐹). In this case the choice values are calculated through the 

whitenization of the GNs. Consequently, with the help of formulas (1) and (2) one finds that  

𝑉1  = 0 + 0 +  𝐾(𝐺1 +  𝐺3) =  𝐾([0.85 + 0.6, 1 + 0.74]) =
1.45 + 1.74

2
=  1.595 

and similarly,  

𝑉2  = 1 + 0 +  𝐾(𝐺1 + 𝐺5)  =  2.17, 

𝑉3  =  1 + 1 + 𝐾(𝐺3 + 𝐺3) =  3.34, 

𝑉4  = 0 + 0 +  𝐾(𝐺4 + 𝐺1)  =  1.47, 

𝑉5 =  1 + 1 + 𝐾(𝐺4 + 𝐺3)  =  3.215, 

𝑉6  =  1 + 0 + 𝐾(𝐺1 + 𝐺4)  =  2.47. 

Table 2.  Characterizations of the parameters involved in Example 2 

 𝒑𝟏 𝒑𝟐 𝒑𝟑 𝒑𝟒 

𝑨𝟏 G1 0 0 G3 

𝑨𝟐 G1 1 0 G5 

𝑨𝟑 G3 1 1 G3 

𝑨𝟒 G4 0 0 G1 

𝑨𝟓 G4 1 1 G3 

𝑨𝟔 G1 1 0 G4 
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Therefore, the best decision for the company is to choose the candidate 𝐴3. This is obviously a 

better decision than that the one made in Example 1, because it leads to the choice of only one 

candidate (𝐴3) not creating dilemma for the company like it happened in the case presented in 

Example 1 (choice of one among the candidates 𝐴2, 𝐴3, 𝐴5 and 𝐴6). 

4. Weighted Decision-Making 

DM cases appear frequently in everyday life in which the decision maker’s goals are not equally 

important. In such cases, weight coefficients, whose sum is equal to 1, are assigned to each 

parameter. This is illustrated here with the following example. 

EXAMPLE 3: Revisit Examples 1 and 2 and assume that the weight coefficients 0.4, 0.3, 0.2 

and 0.1 have been assigned to the parameters 𝑝1 , 𝑝2 , 𝑝3  and 𝑝4  respectively according to the 

importance of the goals of the company. Which is the best choice for the company under these 

conditions?  

SOLUTION:  In case of Example 1, after incorporating the weights, the new choice values of 

the candidates become 0.4 (𝐴1), 0.7 (𝐴2), 0.5 (𝐴3), 0.1 (𝐴4), 0.5 (𝐴5) and 0.7 (𝐴6). Therefore, the 

company must choose one of the candidates 𝐴2 or 𝐴6. 

In case of Example 2, with the help of formulas (1), (2) and (3) one finds that the weighted 

choice value of the candidate A1 is equal to  

𝑉1 =  𝐾[0.4( 𝐺1)  +  0.1( 𝐺3)]  =  0.437. 

Similarly  

𝑉2 =  0.3 +  𝐾[0.4( 𝐺1)  +  0.1( 𝐺5)]  =  0.6945, 

𝑉3 =  0.3 +   0.2 +  𝐾[0.4( 𝐺3)  +   0.1( 𝐺3)]  =  0.835, 

𝑉4 =  𝐾[0.4( 𝐺4)  +  0.1( 𝐺1)]  =  0.168, 

𝑉5 =  0.3 +  0.2 +  𝐾[0.4( 𝐺4) +  0.1( 𝐺3)]  =  0.758, 

𝑉6 =   0.3 +  𝐾[0.4( 𝐺3)  +  0.1( 𝐺4)]  =  0.6225. 

Therefore, the best decision for the company is to employ the candidate 𝐴3. 

In conclusion, if the analysts of the company are sure about the qualifications of the six 

candidates, following the weighted DM method of Maji et al. of the revised Example 1, must choose 

one of the candidates 𝐴2 or 𝐴6. Otherwise, following the weighted grey DM method of the revised 

Example 2 (i.e. using GNs in the decision matrix instead of the binary elements 0, 1) must choose 

the candidate 𝐴3.  

5. Discussion and conclusion 

Following the introduction of the theory of fuzzy sets by Zadeh (1965), various extensions and 

related theories have been developed through the years for a more effective management of the 

existing in the real-world uncertainty; e.g. see Voskoglou (2019a). Each one of them is suitable for 

tackling one or more types of uncertainty, but none of them can tackle alone all the existing forms 

of it. All these theories together, however, form an adequate framework for managing the 

uncertainty in general. 

Furthermore, suitable combinations of the previous theories seem to provide better results. In 

this work, for example, using a combination of SSs and GNs, we developed a hybrid model for 

parametric MCDM, which improves an earlier model of Maji et al. (2002) using only SSs as tools. 

Similar MCDM models were developed by the present author, in which the binary elements 0, 1 in 

the tabular matrix of the corresponding SS were replaced either by intuitionistic fuzzy pairs 

(Voskoglou, 2023b), or by neutrosophic triplets (Voskoglou, 2023c), depending on the form of the 

corresponding DM problem. Taking into account that analogous hybrid models were also 

developed for the assessment of several human or machine activities under fuzzy conditions (e.g. 

see Voskoglou, 2019a), one concludes that this is an interesting and much promising approach for 

further research. 
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Abstract: Aiming to address the issues of traditional student evaluation methods, which tend to be overly 

subjective and overlook the intrinsic data structure, this paper introduces a novel grey fuzzy clustering model 

named the grey entropy game-weighted fuzzy c-means (GEG-WFCM) model. Firstly, subjective weights are 

calculated using the subjective-objective relationship analysis method, while objective weights are determined 

through the entropy weight method. Then, a comprehensive approach is adopted, leveraging game theory to 

calculate the final weights. Based on these comprehensive weights, the relative grey correlation coefficient and 

fuzzy weighted c-mean algorithm are incorporated to yield the ultimate evaluation results. The proposed model 

was applied to evaluate student performance, and the experiments show that it can obtain scientific and 

reasonable results. The model not only acknowledges the expertise of experts but also respects the objectivity 

of the data, thus circumventing the limitations of purely subjective judgments, and surpassing traditional 

evaluation methods. 

 

Keywords: Grey Correlation; Comprehensive Evaluation; Entropy Weight; Clustering; Fuzzy C-Means 

 

1. Introduction 

Evaluation of student performance is a comprehensive assessment of the learning process and 

certain stages of learning, which is designed to enable students to understand their mastery of 

knowledge and to identify their progress and shortcomings at this stage (Wu et al., 2017). A 

scientific comprehensive student evaluation system can objectively reflect the problems in the 

teaching process and play a positive role in guiding teachers' teaching and students' development. 

Therefore, the establishment of a scientific and effective comprehensive evaluation system for 

students is a problem that needs to be solved urgently. 

Numerous scholars have put forward various evaluation algorithms. For example, Liu et al. (2012) 

used AHP to identify the evaluation objectives and index weights, and fuzzy comprehensive 

evaluation to comprehensively evaluate the students' vocational ability. Wu et al. (2017) used a 

combination of factor analysis and cluster analysis to evaluate students' performance and finally 

classified students into several clusters through cluster analysis based on factor scores for objective 

and comprehensive evaluation. Rosadi et al. (2017) grouped data by fuzzy C-mean clustering 
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algorithm when assessing students' academic performance and validated their application. Wang 

(2022) improved the K-means algorithm based on student information to address the problem of 

large course differences in the evaluation of student performance and proved that the improved 

pan of this paper has obvious advantages through data. Ren et al. (2022) proposed a compartment 

energy consumption analysis model based on combined weighting (AHP and entropy weighting 

method) and grey-fuzzy comprehensive evaluation, which comprehensively evaluated the energy 

consumption of 22 compartments under the same special painting process, and selected the most 

reasonable cabin energy consumption scheme. Luo et al. (2022) propose a health condition rating 

system covering system level and device level, use the G1 group method and projection recourse 

method to get the optimal weights, propose an improved grey TOPSIS comprehensive evaluation 

model based on prospect theory, and verify the validity of the proposed model in this paper. Kou 

et al. (2022) determined the combination weights of the factors based on game theory, established 

a comprehensive evaluation model of the open pit mine truck scheduling system based on grey 

correlation analysis (GRA-TOPTSIS), and verified the effectiveness of the model. Gu et al. (2023) 

proposed an employment quality evaluation model based on grey correlation and fuzzy C-mean 

(FCM) to address the defects of large errors in employment quality evaluation and compared the 

algorithm with other employment quality evaluation models to verify the superiority of the model. 

Zhao (2023) establishes a health state estimation method that combines grey clustering and fuzzy 

comprehensive evaluation methods to evaluate the health state of the power supply under multiple 

sets of data using grey clustering and demonstrates through examples that the method is effective 

in estimating the operating condition of the power supply that is normally degraded. 

Most evaluation models are mainly constructed with fuzzy comprehensive evaluation, cluster 

analysis, grey cluster analysis, and other evaluation models combined with single-weight assignment 

methods. Nevertheless, the single-weight assignment way can’t fully consider the characteristics of 

different indicators and the relationship between them, leading to unreasonable weight assignment. 

Fuzzy comprehensive evaluation relies on the subjective judgment of experts' experience, which 

may lead to insufficient accuracy of the evaluation results. A single clustering method may not be 

able to accurately reveal the intrinsic structure of data when dealing with complex and high-

dimensional data. 

In this study, we construct a fuzzy c-mean weighted clustering evaluation model, named GEG-

WFCM, for comprehensive evaluation. The main contributions are: 

1. By integrating the G1 method and entropy weight method through game theory, the model 

can comprehensively and flexibly consider both subjective and objective factors, leading to a more 

reasonable allocation of weights. 

2. By introducing the relative grey correlation coefficient, the model objectively reflects the 

relative relationship between evaluation objects and evaluation indices, thus reducing the 

interference of subjective factors and improving the accuracy of the data. 

3. By combining the relative gray correlation coefficient with the weighted fuzzy c-means 

clustering algorithm (WFCM), the model can better handle fuzzy and uncertain data, improving 

the accuracy and stability of clustering results. 

4. The model is applied to the student comprehensive performance evaluation, and the results 

verify the effectiveness of the model. 

2. GEG-WFCM Model 

2.1 Preliminaries 

2.1.1 The group G1 method (G1).  The G1 method, also known as the ordinal relationship analysis 

method, is a subjective weighting method that is an improvement of the Analytic Hierarchy Process 

(AHP). This method uses the ordinal relationship established by decision-makers between different 

indicators as a standard for assigning weights to indicators (Ye et al., 2023).  
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2.1.2 The entropy weight method (EWM).  The EWM was developed from the information entropy 

theory proposed by Claude Shannon (Shannon, 1948), and it is an objective assignment method 

for determining weights, which is widely used in comprehensive evaluations of multiple indicators 

and decision analysis. The method is based on the concept of information entropy and determines 

the weight of each indicator by measuring its information.  

2.1.3 The game theory (GT).  The theoretical foundation of game theory can be traced back to the 

classic book published by John von Neumann and Oskar Morgenstern (von Neumann & 

Morgenstern, 1947). Game theory mainly studies the interaction between formularized incentive 

structures. It is a mathematical theory and method for studying phenomena with a struggle or 

competitive nature. Game theory considers the predicted and actual behaviors of individuals in a 

game and studies their optimal strategies.  

2.1.4 The Grey Relational Coefficient (GRC).  The GRC is used to measure the degree of correlation 

between two sequences and is suitable for decision analysis in the case of incomplete information. 

The grey correlation coefficient stresses the relative changes between the series and better reflects 

the actual correlation between the factors (Deng, 1989).  

2.1.5 The weighted fuzzy C-means (WFCM).  The FCM is a classical clustering algorithm that 

describes the degree to which each data point belongs to each cluster by dividing it into multiple 

clusters and assigning an affiliation to each data point (Peizhuang, 1983). Later, some scholars 

introduced weights to improve the FCM algorithm, i.e., weighted fuzzy C-mean (WFCM), which 

can reflect the importance of the indicators well enough and improve the accuracy of the clustering 

results. It can also adaptively adjust the weights of each feature to provide more flexible clustering 

results with better adaptability. 

The current study firstly obtains subjective weights by the G1 method, objective weights by the 

entropy weight method, and finally comprehensive weights by game theory, thus overcoming the 

disadvantage of too much subjectivity of the AHP method. Then, the relative grey correlation 

coefficient of each index of each evaluation object is calculated, and the coefficient is brought into 

the WFCM clustering algorithm to get the final evaluation result. This evaluation method fully 

takes into account the non-linear relationship between the data, thus making the evaluation results 

more adaptable and objective.  

2.2 Combined subjective and objective weighting solution 

2.2.1 Initialize the original matrix.  Assuming 𝑛  students and 𝑃  indicators, let  𝐴 =

{𝐴1, 𝐴2, 𝐴3, … , 𝐴𝑛} be the set of students and 𝐶 = {𝐶1, 𝐶2, 𝐶3, … , 𝐶𝑝} be the set of indicators to 

obtain a raw data matrix 𝐷 of 𝑁 ∗ 𝑃 :      
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2.2.2 Calculate the indicator subjective weight.  The G1 method is in essence a subjective weighting 

method improved and optimised based on hierarchical analysis. When the AHP has a large amount 

of data, too many evaluation indicators, and is too cumbersome to solve, the G1 method 

overcomes these shortcomings by introducing the idea of group decision-making and considering 

the weight of each expert. 

Each expert's weight is 𝑑𝑞 and 0 < 𝑑𝑞 < 1. 
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where 𝑊𝑗  denotes the composite weight of the indicator at 𝑗, 𝜔𝑗
𝑞
  is the weight of the indicator 

at 𝑞  for the expert and 𝑚 is the total number of experts. Thus, the subjective weights are obtained. 

 

2.2.3 Determine the objective weight of each indicator using the entropy weighting method.  The data in D was 

first normalized according to the following formula: 

）（ pjn
EEEE

EEE
e

njjnjj

njjij

ij


−

−
= 1,i1

),min(),max(

),min(

11

1

 

(3) 

 

Firstly, based on the standardized decision matrix, the weight of each evaluation object under 

each indicator is obtained, i.e. the weight of the  𝑖th evaluation object concerning the value of the  

𝑗th indicator. 
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It is then possible to create the weighting matrix for the new data as follows: 
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Then find the entropy value of each indicator, according to equation (6): 
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The entropy method assigns weights based on the degree of difference in the sign values of each 

indicator, which results in the corresponding weights of each indicator: 
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If 𝑝 denotes the number of indicators then the weight of each indicator is defined as 
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Finally, the objective weights of indicators are obtained. 

 

2.2.4 Solve for composite weights using the game theory methodology approach.  According to game theory, 𝑁 

weight calculation methods are chosen to form a set of weights 𝑊 = {𝑤1, 𝑤2, 𝑤3, … , 𝑤𝑛}, for any 

linear combination of these 𝑁  vectors, 𝑤 = ∑ 𝑎𝑘𝑤𝑘
𝑇𝑁

𝑘=1  that can be obtained, and dispersion 

minimization is performed for 𝑤 and 𝑤𝑘 according to the optimal strategy. 
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Based on the differential properties of matrices, the optimal first-order derivative condition 

satisfies the following equation: 
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The coefficients (𝑎1, 𝑎2, 𝑎3, … , 𝑎𝑛)  were normalized to obtain the optimal weighting 

coefficients and the final weights were determined as follows: 
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2.3 Evaluation result solving 

2.3.1 Data standardisation.  In order to carry out the data into the FCM algorithm for cluster analysis, 

the raw data is first normalized with the following formula: 
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The normalization matrix obtained is: 
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2.3.2 Calculate the grey correlation coefficient.  The optimal sequence 𝐴+ and the worst sequence 𝐴− were 

obtained from the normalized evaluation matrix, and the grey correlation coefficients between each 

index and the positive ideal solution for each evaluation object were calculated according to 

Equation (14): 
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(14) 

where  𝜌 ∈ [0,1], in general, and  𝜌 = 0.5 are substituted to find the result. 

The grey correlation coefficient of each indicator with the negative ideal solution was calculated 

according to equation (15): 
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2.3.3 Calculate the relative grey correlation coefficient.  According to the grey correlation coefficient of each 

index of the evaluation object with the positive and negative ideal solutions can be obtained as the 

relative grey correlation coefficient, the formula is as follows: 



International Journal of Grey Systems: Vol. 4, No. 1 Yang et al. (2024)  

16 

 

)1,1( pjni
ijij

ij

ij 
+

=
−+

+






 

(16) 

 

This results in a new decision matrix as follows: 





















=

npnn

p

p

n

p

A

A

A

R

XXX



















21

22221

11211

2

1

21

 (17) 

 

2.3.4 Put the new grey correlation coefficient decision matrix into the weighted FCM cluster analysis.  Regarding 

the evaluation sample set 𝐴 = {𝐴1, 𝐴2, 𝐴3, … , 𝐴𝑛}  ,  𝑛  represents the number of samples; 𝑘 

evaluation samples are:  𝐴 = {𝐴1, 𝐴2, 𝐴3, … , 𝐴𝑘𝑝},  𝑝 represents the number of indicators. The 

quality of the evaluation is mainly divided into 𝐶 levels, i.e. there are  𝐶 clustering centers, which 

can be represented as  𝑉 = {𝑉1, 𝑉2, … , 𝑉𝐶}, then the membership matrix can be represented as 

𝑈 = {𝑢𝑖𝑘}𝐶×𝑉 , which meets the following conditions 
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 where 𝑢𝑖𝑘 ∈ [0,1], 1 ≤ 𝑖 ≤ 𝐶, 1 ≤ 𝑘 ≤ 𝑛, denotes the degree of affiliation belonging to the  𝑘 

evaluation sample at the 𝑖 level. 
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 is the weighted Euclidean distance with indicator weights, 𝑤𝑗  is the weight of the 𝑗th  

indicator, and the objective function is defined as: 
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where 𝑚 is the fuzzy weighted index. 

 

2.3.5 Update the sample cluster centers to get the final clustering results.  The grade of the evaluation quality 

result is 𝐶, the initialized clustering center for quality assessment is 𝑉0, the number of iterations is  

𝑡 = 0 and the iteration stopping threshold is set to  𝜀. The membership of the evaluation sample 

is calculated according to the formula. 
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Update the cluster center as follows: 
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If ︱𝑉(𝑘+1) − 𝑉𝑘︱ < 𝜀  , the clustering center is obtained, and the evaluation model is built 

according to the clustering center, otherwise, 𝑘 = 𝑘 + 1 returns to the calculation iteration, i.e., 
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Equation (22), and the final iteration stops, the clustering center of each evaluation object is 

obtained, and according to the principle of the maximum degree of affiliation, the clustering result 

of the evaluation object is obtained. 

3. Students’ performance evaluation with the GEG-FCM model 

In this section, we take the comprehensive evaluation of student's performance in the course of 

"Programming Language" at a university as an example, select two classes with a total of 94 

students' course performance as the experimental data samples, and obtain the clustering results 

and analyses and discusses them by bringing the sample data into the algorithmic procedure. All 

data are analyzed and calculated with Python software. 

3.1 Students’ performance evaluation 

3.1.1 Establishment of evaluation indicators.  Based on the evaluation of technical courses in higher 

education and the characteristics of student evaluation, combined with the principles of 

developmental and diagnostic evaluation, specific student course evaluations are designed with the 

following indicators: 

(1) Classroom performance: students' performance in participating in the classroom learning 

process, including attendance, class discussion, hands-on work, group inquiry, answering questions, 

etc. 

(2) Assignment grades: including online and offline assignments and experimental designs 

(3) Curriculum Design: Comprehensive Major Assignment Design and Report Presentation 

(4) Mid-term test: a stage test of students' learning and application of course knowledge in the 

first half of the semester. 

(5) Final Examination: A summative examination of the student's learning and application of 

course knowledge during the semester. 

The specific system for constructing indicators is shown in Table 1. 

3.1.2 Determination of subjective weights of indicators.  According to the calculation steps of the G1 

method, let the experts rank and score the importance of each indicator, and finally get the 

subjective weight of each indicator obtained by the G1 method  𝑊1 =

[0.0955, 0.1337, 0.1873, 0.24305, 0.3402], the scoring results are displayed in Table 2. 

3.1.3 Determination of objective weights for indicators.  The original data matrix is normalized and the 

objective weights of each indicator are finally obtained through the calculation steps of each 

formula of the entropy weighting method: 𝑊2 = [0.0895, 0.06673, 0.5313, 0.18482, 0.1274]. 

3.1.4 Determination of composite weights for indicators.  According to the calculation method of game 

theory and the relevant formula, the two methods are combined with the optimal strategy to obtain 

the weight coefficients of 0.248 and 0.752, respectively. Then the final coupling weights are 

synthesised as 𝑊 = [0.091, 0.083, 0.446, 0.199, 0.18]. 

3.1.5 Data standardisation.  The standardization of the students' scores on the various indicators 

resulted in the raw data matrix, as shown in Table 2. 

 

Table 1. Indicator system for comprehensive evaluation of student achievement 

Level 1 indicators Secondary indicators 

Ordinary grades 

Classroom performance 

Assignment grades 

Curriculum design 

Examination results 
Mid-Term test 

Final examination 
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Table 2. Raw data on student performance 

Student number Classroom 
performance 

Assignment 
grades 

Curriculum 
design 

Mid-term test Final 
examination 

1 0.99 0.99 0.9789 0.5111 0.4081 

2 0.98 1 0.9889 0.9111 0.7040 

3 0.97 1 0.9684 0.9 0.5612 

4 0.95 0.94 0.9789 0.9222 0.5408 

5 0.94 1 0.9684 0.8555 0.8979 

6 0.88 1 0.9789 0.8777 0.5816 

... ... ... ... ... ... 

94 1 1 0.9684 0.7111 0.4081 

3.1.6 Determining positive and negative ideal solutions.  Based on the scoring matrix, the maximum value 

of each indicator is selected as the ideal solution, and the minimum value of each indicator is 

selected as the negative ideal solution:  

𝐴+ = [1.0, 1.0, 1.0, 1.0, 1.0] 

𝐴− = [0.85, 0.70, 0.94736842, 0.477777, 0.0408163] 

3.1.7 Calculation of the relative grey correlation coefficients.  Finally, the relative grey correlation coefficients 

for each indicator for each student were obtained according to the formula, and the coefficients 

are listed in Table 3. 

3.1.8 FCM weighted cluster analysis.  The above grey correlation coefficient matrix, brought to the 

design of the FCM weighted clustering algorithm program, sets the number of clusters for 4, the 

student performance is divided into four categories, respectively, the results are unsatisfactory, the 

results are average, good results, good results of the four major categories, respectively, with 1 ~ 4 

to correspond to the various levels. After many iterations, the final weighted clustering results are 

obtained, as shown in Figure 1. 

The normalized data is brought into the weighted FCM algorithm for calculation and the results 

are compared and analyzed with the grey FCM algorithm as shown in Figure 2. 

It can be seen from Figure 2 that the two curves converge, indicating that the two algorithms 

are roughly the same in terms of clustering results, and the agreement rate is about 95.7%, which 

can be concluded that the grey FCM clustering algorithm is more scientific and reasonable. The 

results of the final student evaluation are shown in Table 4.  

3.2 Results 

According to the data in Figure 1, it can be found that most of the student's grades are at the 

average level and above, and only a small number of students' grades are at the unsatisfactory level, 

which indicates that most of the students in the course meet the overall objectives of the course 

and have a good learning effect. Among the students whose course grades are at an unsatisfactory 

Table 3. Relative grey correlation coefficients for each indicator for each student 

Student 
number 

Classroom 
performance 

Assignment 
grades 

Curriculum 
design 

Mid-term 
test 

Final 
examination 

1 0.5586 0.6111 0.5052 0.3346 0.4414 

2 0.5495 0.6191 0.5052 0.6162 0.5957 

3 0.5405 0.6191 0.4947 0.6087 0.5212 

4 0.5225 0.5714 0.5052 0.6237 0.5106 

5 0.5135 0.6191 0.4947 0.5787 0.6968 

6 0.4594 0.6191 0.5052 0.5937 0.5319 

... ... ... ... ... ... 

94 0.5676 0.6191 0.4947 0.4812 0.4414 
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Fig 1. Clustering results of student performance 

 

Fig 2. Comparison of clustering results of two algorithms 

 
Table 4. Results of clustered grades for student course ratings 

Student Number 1 2 3 4 5 6 7 8 9 10 ... 94 

Clustering results 1 3 2 2 4 2 3 3 4 2 ... 1 

 

level, there are 28 students, accounting for about 29.7% of the total number of students, and the 

proportion of the number of students is still large. From the analysis of the normalized data, the 

classroom performance, homework grades, and course design grades of these students are higher, 

while the examination grades are relatively low, which leads to unsatisfactory results of the student's 

course evaluation. These students should consolidate the learning of basic knowledge and 

consolidate the foundation through the practice of homework after class. Teachers should pay 

more attention to such students, play the guiding work of teachers, create situations for students, 

stimulate students' interest in learning, pay attention to the students' ordinary homework, and 
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provide counselling. The number of students whose course grades were at the average level of the 

grade was 34, accounting for about 36.1% of the total number of students, which is the largest 

number of students among all the clusters accounted for. For this type of students, students must 

consolidate their review after the class is over, practice diligently, pay attention to the correct rate, 

get to the bottom of the problem, and ask the teacher for more advice. Teachers should adjust the 

pace of the course to the cognitive acceptance of this type of students, they are the main body of 

the whole class, determining the level of a class. The number of students with good grades in the 

course is 20, accounting for about 20.6%, the proportion of good grades in the course is not a lot 

of such students are more skilled in grasping the basics, but lack attention to some of the details, 

in the process of learning, attention should be paid to easy to error, to pay more careful attention 

to some of the traps in the thinking, you can sort out the wrong questions to improve the degree 

of their attentiveness. Teachers should give some guidance, and heuristic teaching, but also play 

the student's subjectivity so that such students develop the habit of active thinking. The number 

of students whose final course results were graded excellent was 12. These students have a very 

good grasp of the details and knowledge points, the teacher should carry out a certain amount of 

upgrading and expansion of thinking, in the classroom, through the way of questioning to stimulate 

their thinking, and enlightenment to let them form developmental thinking. This kind of student 

should usually read more to expand the information, not be confined to the knowledge of the 

textbook, more associations, more thinking, more and more teachers to exchange ideas, to cultivate 

students' creative ability. 

4. Discussion 

The comprehensive evaluation system of student performance created in this paper not only 

provides a new evaluation method for student evaluation but also provides a new perspective for 

teachers to judge students' course learning with a more objective and quantitative perspective, 

which is of some significance. The algorithm created in this paper can be applied not only to the 

comprehensive evaluation of student performance but also to other dimensions of the 

comprehensive evaluation of students, is still applicable. The algorithm created in this paper is a 

grey FCM-weighted comprehensive evaluation method based on the G1 method and entropy 

weighting method. Although the G1 method reflects the experience of experts, it has a certain 

degree of subjectivity, and this paper overcomes the shortcomings by introducing the entropy 

weighting method. The FCM clustering evaluation method can deal with the ambiguity of the 

sample data relative to the traditional hard clustering and can be used to deal with too much 

evaluation sample data in a fuzzy situation, which can be classified by the clustering algorithm 

according to the distance of samples to the center of clustering. The clustering algorithm can divide 

the samples into categories according to the distance to the cluster center, which is of significant 

significance when used to deal with the evaluation of too much sample data, and the introduction 

of grey correlation and weighted Euclidean distance, which consider both the influence of indicator 

weights and the non-linear relationship between the data, making the results more objective. 

The evaluation designed in this paper mainly used the quantitative method, so that teachers can 

understand students' learning performance quantitatively. However, the evaluation only focuses on 

students' grades, to more accurately reflect students' learning and development, it’s better to 

combine qualitative evaluation with quantitative evaluation, and add students' developmental 

evaluation and classroom performance, such as the number of answers, the degree of thinking 

expansion, and classroom hands-on practice, in addition to their academic performance, to reflect 

students' course performance more comprehensively. Diverse evaluations can stimulate students' 

learning motivation and motivation. What’s more, student performance evaluation reflects the 

learning situation of students in a learning stage. After evaluation, it is important to give feedback, 

including students' feedback on the teacher's class, opinions on the course, teachers' evaluation, 

and self-reflection to have a profound understanding of the problems and shortcomings in their 

learning. Teachers should actively listen to the suggestions of leaders and students, only in this way 

can help improve the quality of teaching.  
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5. Conclusion 

Comprehensive evaluation of students is crucial to the development of students and teachers, 

and it is important to construct a set of scientific, reasonable, and objective comprehensive 

evaluation systems for students to improve the quality of talent cultivation. The GEG-FCM 

comprehensive evaluation algorithm proposed in this paper considers both subjective and 

objective weights. At the same time, the grey FCM weighted clustering algorithm can divide the 

large-scale student samples into several clusters, so that teachers can carry out targeted teaching for 

students at different levels, and promote the personalized development of students. Teachers can 

apply the algorithm to a variety of evaluation systems for comprehensive evaluation of students, 

such as comprehensive evaluation of performance, comprehensive evaluation of learning ability, 

and so on, according to the actual evaluation needs. How to rationalize the evaluation indicators, 

adopting indicators more in line with the principle of developmental evaluation, and optimizing 

the model parameters and algorithms are the focus of the subsequent research in this paper. 
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