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Abstract: Scholars frequently use ex post evaluation metrics such as the Mean Absolute Percentage Error 

(MAPE) to estimate the forecast accuracy. However, ex ante metrics are essential to know whether a given 

forecasting model is suitable for a given variable irrespective of the outcome of ex post evaluations. The ex ante 

measures help us ensure that the forecast is accurate, not by chance. The current study presents the Posterior 

Variance Test (PVT), which can serve as an ex ante measure of grey forecast accuracy. The study forecasted the 

methane emissions from Australia and India using a grey forecasting model and found that even though the 

MAPE generated "accurate forecasts" for both cases, the PVT invalidated the model's suitability for one of the 

two cases. The data visualization also corroborated the outcome of the PVT. 
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1. Introduction 

Ex ante and ex post are Latin words for before and after a particular event, respectively. According 

to the Collins English Dictionary, ex ante is something "based on what is expected to happen," 

while ex post is something "based on analysis of past performance" (Collins, 2023a; 2023b). Thus, 

ex ante means we look at future events based on possible predictions, while ex post means we look 

at results and events after they have occurred. The terminologies are particularly well-known in 

economics, planning, and forecasting literature (Steiger, 2018; Clements, 2014; Boardman et al., 

1994). In the forecasting context, ex ante measure of forecast accuracy implies testing the 

qualification of a forecasting model/technique before it is used to produce a simulation of a future 

event. Ex post measure of forecast accuracy implies testing the accuracy of that simulation (output 

of a forecasting model).  

If a forecasting model fails to pass ex ante evaluation, its forecasting is deemed unscientific (and 

thus, unreliable) even if it did not fail ex post evaluation. Many "good" things may happen in real-

life by "chance" (Rastrigin, 1984). A forecasting model can produce a "good" forecast by chance, 

and one would find ex post evaluation confirming the forecast accuracy. But there is no guarantee 

that the same model would produce a "good" forecast for another similar event. A forecast that 

happens to be accurate by chance is not scientific but an accurate guess. A forecasting model that 

is generally valid for all types of events is non-existent, as no single forecasting model can 

consistently outperform all other methods (Liu et al., 2022). Nevertheless, a forecasting model that 
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is generally valid for a particular type of event (e.g., forecasting project costs or duration) must be 

guided by theory, even though a theory (e.g., S-curve) is not exactly applicable to all types of 

problems (see, e.g., Al-Rasheed & Soliman, 2022). However, a theory can help the mathematical 

modellers develop more realistic models by allowing them to understand and incorporate general 

characteristics of a particular type of event (a set of similar events). 

If one looks at the forecasting literature (see, e.g., Boamah, 2021; Ahmed et al., 2020; Kırbaş et 

al., 2020), including the grey forecasting literature (see, e.g., Cudjoe et al., 2023; Singh et al., 2022), 

one finds that most scholars have performed ex post evaluations. Ex ante evaluations are generally 

taken for granted. One reason can be that it is easier to compare multiple forecasting models (such 

as done by Khan and Osińska (2023), Wei and Xie (2022), and others) on ex post measures. Ex ante 

measures for different models can be different because of different parameters and guiding 

principles (and properties). Also, if necessary and sufficient conditions of a model are not known 

(Chen & Huang, 2013), constructing an ex ante measure is not easy. Deng Julong, the founder of 

the grey forecasting methodology, proposed the earliest known technique for ex ante evaluation of 

grey forecasting models (Javed & Cudjoe, 2022). Till today no better alternative has been proposed 

by the grey forecasters revealing the lack of interest in the ex ante evaluations. The current study 

aims to highlight the significance of this technique, the Posterior Variance Test (PVT), for grey 

forecasting. The PVT is a useful technique. By using it, data analysts can easily classify the 

forecasting models into qualified (valid) and unqualified (invalid) ones. Instead of applying a grey 

forecasting model first and then finding it unsuitable for a particular problem, the PVT helps them 

identify the unqualified models beforehand.  

The rest of the study is organized as follows. The second section introduces grey forecasting, its 

one model, and an error metric. The third section presents the PVT. In the fourth section, the PVT 

is applied to two cases, and its performance is evaluated. In the fifth section, the study is concluded. 

2. Grey forecasting 

In 1982, Deng Julong proposed the Grey System Theory (GST), further refined by his pupil Liu 

Sifeng and others in succeeding decades. It is a practice-oriented research-intensive mathematical 

discipline (like operations research, artificial intelligence, etc.) that aims to solve complex problems 

and aid quantitative decision-making through a continuously evolving toolbox of intelligent 

mathematical models. However, unlike the Taguchi methods, it does not end at "Deng's methods" 

and can be extended with new information and developments, for instance, by updating older 

methods (e.g., the Dynamic Grey Relational Analysis is the generalized form of Deng's Grey 

Relational Analysis method), introducing new methods (e.g., the Grey Ordinal Priority Approach 

to multiple criteria decision analysis), and introducing new research directions (e.g., the concept of 

bidirectional grey relational analysis was introduced to the GST by Deng's successors). In his 

correspondence with Liu Sifeng, Lotfi A. Zadeh (the founder of Fuzzy Set Theory) noted the GST 

as "an important approach to uncertainty."1  

Among the significant contributions of the GST is the methodology of grey forecasting, 

proposed by Deng (1984). Grey forecasting is a data-driven time series forecasting methodology 

that aims to discover the law governing the development of time series by transforming the original 

data's unobvious trend into a growth trend using the cumulative sum operator (Xie, 2022). In its 

simplest form, a grey forecasting model is a "grey differential equation," which is an organic 

(inseparable) integration of differential equation and regression model (Guo & Guo, 2009). It 

represents an essential contribution of the GST to differential equations (mathematics), regression 

(statistics), and forecasting. Since its introduction, grey forecasting has provided solutions to many 

real-world problems. For instance, a 1994 study reported its success in obtaining good 

representations of both temperature and precipitation for Cold Lake, Alberta, Canada (Bass et al., 

1996). In 2014, a grey forecasting model was used to forecast the traffic volume at the Qinhuangdao 

Port, China (Bin, 2014). In 2017, it was shown that with a small sample size and multiple failure 

                                                           
1 The copy of the email by Zadeh to Liu can be obtained from the author at a reasonable request.  
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modes, a grey forecasting model outperformed the Crow/AMSAA reliability growth model in 

predicting system reliability growth parameters (Talafuse & Pohl, 2017). In 2023, Italian scholars 

performed the first diffusion analysis of ISO/IEC 27001 using the grey forecasting models 

(Podrecca & Sartor, 2023). Several grey forecasting models have been proposed to date. Most of 

them share some common characteristics. Based on these common characteristics, one can record 

the key steps of a grey forecasting model as: 

1. Data collection (and preparation, if data is not in the appropriate form), 

a. The data sets must be positive and equidistant in classical models and their 

modern variants. 

2. Data pre-processing through a cumulative sum operator (or its variants), 

3. The grey differential equation (and its discrete approximation as a regression-like equation) 

a. Usually, these equations contain a set of parameters whose values are yet to be 

estimated. 

4. A procedure to estimate the values of the aforementioned unknown parameters (such as 

through the Ordinary Least Square method), 

5. Reverse data accumulation (unprocessing), 

a. It is usually done through a difference equation. 

6. The solution to the differential equation. 

7. Simulation (forecasting) 

These are the procedures generally present in every grey forecasting model though some models 

have extra, and sometimes very complicated, procedures. Probably because of computational 

complexity, many grey forecasting models have not seen any application after being proposed, and 

only a few models have seen several applications. The next section presents a representative grey 

forecasting model to which the PVT will be applied later. 

2.1 EGM (1, 1, α, θ) 

EGM (1, 1, 𝛼, 𝜃) represents the even form of a grey model with a first-order differential equation 

containing one variable and weighted background value involving conformable fractional 

accumulation. It was proposed by Javed et al. (2020), and has seen several interesting applications 

(see, e.g., Tulkinov, 2023; Podrecca & Sartor, 2023; Singh et al., 2022). Let the set of actual data is 

𝑋(0) = (𝑥(0)(1), 𝑥(0)(2), … 𝑥(0)(𝑛)) , 𝑥(0)(𝑘) ≥ 0, 𝑛 ≥ 4 
(1) 

 

And the set of conformable fractional accumulated data of 𝑋(0) is 

𝑋(𝛼) = (𝑥(𝛼)(1), 𝑥(𝛼)(2), … 𝑥(𝛼)(𝑛)) 
(2) 

 

where, 𝑥(𝛼)(𝑘) = ∑ (
𝑥(0)(𝑖)

𝑖1−𝛼 )𝑘
𝑖=1 , 𝑘 = 1,2, … , 𝑛 and 𝛼 ∈ (0,1]. The adjacent neighbor average set 

of 𝑋(1) will be 

𝑍(1) = (𝑧(1)(1), 𝑧(1)(2), … 𝑧(1)(𝑛)) (3) 

 

where the background value 𝑧(1)(𝑘) = 𝜃. 𝑥(𝛼)(𝑘) + (1 − 𝜃). 𝑥(𝛼)(𝑘 − 1) and 𝜃 ∈ [0,1].  

The even form of GM (1, 1), a first-order, single-variable grey forecasting model with parameters 

𝑎 and 𝑏, is a continuous-time grey differential equation defined as 

𝑑𝑥(1)(𝑘)

𝑑𝑘
+ 𝑎𝑥(1)(𝑘) = 𝑏, 𝑘 ≥ 1 

(4) 

 

Its discrete approximation is a linear regression-like equation given by 

𝑥(0)(𝑘) + 𝑎𝑧(1)(𝑘) = 𝑏 
(5) 

 



International Journal of Grey Systems: Vol. 3, No. 1 Javed (2023)  

20 

 

Or, 

𝑥(0)(𝑘) = −𝑎𝑧(1)(𝑘) + 𝑏 

 

(6) 

 

The parameters 𝑎 and 𝑏 can be estimated through the Ordinary Least Square method, i.e., 

[𝑎, 𝑏]𝑇 = [𝐵𝑇𝐵]−1𝐵𝑇𝑌 
(7) 

 

where, 

𝐵 = 

[
 
 
 
−𝑧(1)(2) 1

−𝑧(1)(3) 1
⋮ ⋮

−𝑧(1)(𝑛) 1]
 
 
 

  and    𝑌 =

[
 
 
 

 

𝑥(0)(2)

𝑥(0)(3)
⋮

𝑥(0)(𝑛)]
 
 
 

 

The time response function of the grey forecasting model is expressed as 

�̂�(𝛼)(𝑘) = (𝑥(0)(1) −
𝑏

𝑎
 ) 𝑒−𝑎(𝑘−1) +

𝑏

𝑎
  , 𝑘 = 1,2, … , 𝑛  

(8) 

 

The inverse conformable fractional accumulation, which is needed to extract the simulation of 

the actual data set �̂�(0)(𝑘) from the simulation of the accumulated data set �̂�(𝛼)(𝑘), is executed 

through the following approximate regressive reduction formula.  

�̂�(0)(𝑘) = 𝑘1−𝛼 (�̂�(𝛼)(𝑘) − �̂�(𝛼)(𝑘 − 1)) , 𝑘 = 1,2, … , 𝑛; �̂�(0)(0) = 0 (9) 

   

This procedure of data unprocessing is unique to grey forecasting models. The time-response 

function of 𝑋(0), which is an exponential function of time, is given by 

�̂�(0)(𝑘) = 𝑘1−𝛼(1 − 𝑒𝑎) (𝑥(0)(1) −
𝑏

𝑎
 ) 𝑒−𝑎(𝑘−1) , 𝑘 = 1,2, … , 𝑛 

 

(10) 

whereas, �̂�(0)(1) = 𝑥(𝛼)(1) = 𝑥(0)(1) . For the complete detail on the even grey model, its 

parameters, and properties, Liu et al. (2022) can be referred to, and for complete information on 

conformable fractional accumulation, Ma et al. (2020) should be consulted.  

EGM (1, 1, 𝛼, 𝜃) is a generalized form of the classical model EGM (1, 1). When 𝛼 = 1 and  𝜃 =

0.5, the EGM (1, 1, 𝛼, 𝜃) reduces to the classical even grey forecasting model EGM (1, 1), which 

is available in Liu et al. (2022). The advantage of EGM (1, 1, 𝛼, 𝜃) lies in its ability to adjust the 

parameters of 𝜃 and 𝛼 with the variation in data. The noise in data can have different forms. Unlike 

the classical model EGM (1, 1), in the model EGM (1, 1, 𝛼, 𝜃), the two parameters are not static 

but rather dynamic, and their values changes as the noise in data varies, thus helping us produce 

more accurate forecasts. 

2.1.1 Finding the optimal values of 𝜃 and 𝛼. The relationship between 𝜃 and 𝛼 is nonlinear. For the 

model EGM (1, 1, 𝛼, 𝜃), the values of 𝜃 and 𝛼 need to be estimated through an optimization 

problem. By following a few steps, as stipulated by Javed et al. (2020), their values can be predicted. 

The first step is to convert the MAPE formula (see the sub-section 2.1.2) into an optimization 

problem with the objective function containing the minimization of the MAPE (%) value, i.e. 

min
𝛼,𝜃

𝑀𝐴𝑃𝐸 =
1

𝑛 − 1
× ∑|

𝑥(0)(𝑘)  −  �̂�
(0)(𝑘)

𝑥(0)(𝑘)
| × 100

𝑛

𝑘=2

 

Subject to 

𝑥(0)(𝑘) as defined in Section 2.1. 

𝑥(0)(𝑘) as defined in Section 2.1. 
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𝛼 ∈ (0,1] 

𝜃 ∈ [0,1] 

The second step is to save the result in a temporary memory, such as 

𝑀𝐸𝑀𝑂𝑅𝑌 = 𝑀𝐴𝑃𝐸 

The third step involves developing a constraint using the information stored in the memory. 

Then, the model in the first step is revised with the new constraint, as shown below, and the revised 

first step is executed. 

𝑀𝐴𝑃𝐸 ≤ 𝑀𝐸𝑀𝑂𝑅𝑌 

The fourth step involves repeating the second and third steps until no feasible solution is 

possible. Record the final value of MAPE (%) and corresponding optimum values of 𝜃 and 𝛼. 

2.1.2 Forecast error measurement. The Mean Absolute Percentage Error (MAPE) is among the most 

popular goodness-of-fit measures widely used for ex post evaluation of grey forecasting models. It 

can easily be converted into accuracy (in percentage), and is defined as (Wu et al., 2022; Guo & 

Guo, 2009), 

𝑀𝐴𝑃𝐸(%) =
1

𝑛 − 1
× ∑ |

𝑥(𝑘)  − 𝑥(𝑘)

𝑥(𝑘)
|

𝑛

𝑘=2

× 100 (11) 

 

where, 𝑥(𝑘) and 𝑥(𝑘) represents actual observation and its simulation generated through the 

grey forecasting model, respectively. 

C. D. Lewis developed a scale in 1982 that is being widely used to interpret the MAPE (%) 

values (Boamah, 2021; Klimberg et al., 2015). According to the Lewis scale, a forecast error as high 

as 50% can be considered a "reasonable forecast." Javed and Cudjoe (2022) contested this view 

and updated the Lewis scale, which is given below.  

𝑀𝐴𝑃𝐸(%) = {

< 10

[10, 20)

[20, 30)

≥ 30

𝐻𝑖𝑔ℎ𝑙𝑦 𝑎𝑐𝑐𝑢𝑟𝑎𝑡𝑒 𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡
𝐺𝑜𝑜𝑑 𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡

𝑅𝑒𝑎𝑠𝑜𝑛𝑎𝑏𝑙𝑒 𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡
𝐼𝑛𝑎𝑐𝑐𝑢𝑟𝑎𝑡𝑒 𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡

 

Literature (Gowrisankar et al., 2022; Tulkinov, 2023) has confirmed the rationality and validity of 
the revised scale. The scale does not represent absolute truth, and a user may adjust it depending 
on the sensitivity of the forecasting problem. 

3. The Posterior Variance Test 

It has been observed that the fields (such as information systems) that emphasize the 

development of new methods address the evaluation of methods rather in a limited fashion 

(Moody, 2003). The methodology of the grey system, a system of "grey information" (Savić, 2019; 

Lin et al., 2004), is no exception. Deng Julong, the founder of the Grey System Theory, knew the 

significance of this issue, which has not received much attention to date. The Posterior Variance 

Test (PVT), or posterior-error test, is a novel system of statistical hypothesis testing involving four 

hypotheses in two categories (two hypotheses in each category) and represents one of the 

significant scientific contributions of Deng. He also used the statistical theory of standard deviation 

for uncertainty quantification in his Grey Relational Analysis method (see, Javed et al., 2022; Tan et 

al., 2007). These facts show that statistical reasoning is essential in studying and evaluating novel 

grey models. This practice is consistent with scientific methods, where a new method must pass 

the evaluation by established method(s) to be considered valid (Loh et al., 2022). Thus, in general, 
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the grey system theory is not an alternative to statistics for data analysis; their role is 

complementary.  

The PVT is a statistical technique used by Deng Julong to estimate the accuracy of grey 

forecasting models (Deng, 1996). Despite its known advantages (Liu et al., 2014), the test has seen 

relatively fewer applications (Yu et al., 2022; Ayvaz & Kusakci, 2017) and is generally underused as 

most of the grey forecasting literature only involves ex post evaluation of forecast accuracy, which 

is usually done through Mean Absolute Percentage Error (Tian et al., 2021; Guo & Guo, 2009). 

Deng's other works, such as grey relational analysis, grey forecasting, and grey numbers, have 

received much greater attention. While refining the PVT, Javed and Cudjoe (2020) have recently 

emphasized the significance of the PVT as an ex ante measure for grey forecasting models.   

Ex ante evaluations are indispensable for forecasting models (Steece, 1986). If the result of ex 

ante evaluation is unsatisfactory, it provides an opportunity to revisit data or modify the model. The 

PVT provides an ex ante performance measure of a time-series forecasting model to see whether 

the selected model is suitable for forecast or not (Yu et al., 2022). The PVT is guided by two metrics: 

the "ratio of root-mean-square deviations" (𝐶) and the "small-error probability" (𝑃). For highly 

accurate forecasts, 𝐶 should be the minimum, and 𝑃 should be the maximum. If needed, the root-

mean-square deviation can be replaced by the standard deviation. The PVT's goal is to confirm 

whether the simulations (forecasts) are 𝐶-satisfactory or 𝑃-satisfactory, or both. A highly reliable 

forecast is both 𝐶-satisfactory and 𝑃-satisfactory. The procedure to execute the PVT is explained 

below.  

If 𝑋 = {𝑥(1), 𝑥(2), … , 𝑥(𝑛)}  represents the set of actual observations, �̂� =

{𝑥(1), 𝑥(2),… , 𝑥(𝑛)}  represents the model-generated simulation of 𝑋 , and 𝜖 =
{𝜖(1), 𝜖(2),… , 𝜖(𝑛)}, 𝜖(𝑘) = 𝑥(𝑘) − 𝑥(𝑘), 𝑘 = 2,3, … , 𝑛  represents the set of absolute errors 

(residuals) then the root-mean-square deviations  𝑆1 and 𝑆2 are calculated as 

𝑆1 = √
1

𝑛 − 1
∑(𝑥(𝑘) − �̅�)2

𝑛

𝑘=2

, �̅� =
1

𝑛 − 1
∑ 𝑥(𝑘)

𝑛

𝑘=2

 (12) 

And  

𝑆2 = √
1

𝑛 − 1
∑(𝜖(𝑘) − 𝜖)̅2

𝑛

𝑘=2

, 𝜖 ̅ =
1

𝑛 − 1
∑ 𝜖(𝑘)

𝑛

𝑘=2

 (13) 

The square of 𝑆1  and 𝑆2  gives variance in the data sets. If the ratio of root-mean-square 

deviations 𝐶 =
𝑆2

𝑆1
< 0.35, then the model (or simulation) is said to be 𝐶-satisfactory, or the model 

is significant with respect to 𝐶. In the aforementioned equations, 𝑘 is starting from 2 because, in 

most grey forecasting models, the first simulated value is usually the same as the first actual 

observation and thus can be ignored. If this is not the case, 𝑘 should start from 1. 𝐶 is a cost-type 

metric ("lower, the better").  

The small-error probability 𝑃 = P{|𝜖(𝑘) − 𝜖|̅ < 0.6745𝑆1}. Here, 0.6745 represents the root-

mean-square value for the 75th percentile in the z-scores statistical table. 𝑃 is a profit-type metric 

("higher, the better"). A larger 𝑃 value implies that at more points (𝑘) the residuals are below the 

threshold of 0.6745𝑆1. In short, if 𝑃 > 0.95, this means the probability of smaller errors (𝑃) is 

higher than that of larger errors, and therefore the model is 𝑃 -satisfactory, or the model is 

significant with respect to 𝑃.  𝑃 = 1, when |𝜖(𝑘) − 𝜖|̅ < 0.6745𝑆1 for every value of 𝑘, and  𝑃 = 

0 when the inequality does not hold for any value of 𝑘. If a grey forecasting model is both 𝐶-

satisfactory and 𝑃-satisfactory, then its predictions are considered reliable. Otherwise, it shows that 

the model is unsuitable for forecasting the given variable because of considerable variations in data 
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(Javed & Cudjoe, 2022). The Deng scales (Deng, 1996), shown in Table 1, can guide us in judging 

whether a grey forecasting model is suitable for use or not. 

Unlike 𝐶, the precise formula to estimate 𝑃 was unavailable in the literature. By building upon 

the frequentist approach to probability, Javed and Cudjoe (2022) defined the small-error probability 

𝑃 as a function of the ratio of the number of favourable outcomes and the total number of 

outcomes such as, 

𝑃 =
𝐹

𝑈 + 𝐹
 (14) 

where, 𝐹 and 𝑈 and represent the number of favourable and unfavourable outcomes, whereas 

favourability imply |𝜖(𝑘) − 𝜖|̅ < 0.6745𝑆1 . Thus, 𝐹 = 𝑓𝐹{|𝜖(𝑘) − 𝜖|̅ < 0.6745𝑆1}, and 𝑈 =

𝑓𝑈{|𝜖(𝑘) − 𝜖|̅ ≥ 0.6745𝑆1}, where 𝑓 represents the number of times (frequency) the inequality 

holds (𝑓𝐹) or not (𝑓𝑈). The sum of 𝑓𝐹 and 𝑓𝑈 equals the total number of simulations. In most grey 

forecasting models, the first observation is not simulated and is used as a seed in the forecasting 

process. Thus, 𝑓𝐹 + 𝑓𝑈 = 𝑛 − 1, where 𝑛 represents the sample size. For further details about the 

PVT, Javed and Cudjoe (2020) can be consulted.  

4. Data and results 

Methane is the second most abundant anthropogenic greenhouse gas after carbon dioxide 

(CO2), accounting for about 20% of global emissions, and its warming capacity is 80 times greater 

than CO2 over a 20-year period (UNEP, 2021; EPA, 2023). Forecasting methane emissions is of 

great significance for energy policy makers and environmentalists. To test the PVT on the grey 

forecasting model, data on "Methane emissions (kt of CO2 equivalent)" was collected from the 

World Bank Indicators for Australia and India. Data from 2009 to 2017 was used for generating 

simulations from 2018 to 2028. Data from 2018 to 2020 played no role in the forecast and was 

kept for out-of-sample testing. The actual data and simulations are shown in Table 2.  

The in-sample MAPE (%) was 9.11% for Australia and 0.16% for India. One may think the 

model is suitable for both cases; however, out-of-sample testing is still needed to monitor the 

problem of overfitting. The out-of-sample MAPE (%) was 6.26% for Australia and 0.36% for 

India. According to the MAPE scale (Javed & Cudjoe, 2022), in both cases, the forecast is "highly 

accurate," and ex post evaluation is passed. It is very tempting to discuss the results without touching 

the difficult question; was the chosen model suitable for the given problem? One can hardly answer 

the question without performing ex ante evaluation.       

The ex ante assessments done through the PVT for Australia and India are shown in Tables 3 

and 4, respectively. The assessments are summarized in Table 5. One can see that 𝐶 is close to 1, 

and 𝑃  is much lower than 0.7 for Australia. Thus, the model is neither 𝐶 -satisfactory nor 𝑃-

satisfactory. The model is unqualified to forecast methane emissions (kt of CO2 equivalent) from 

Australia. For India, 𝐶  < 0.35 and 𝑃  > 0.95. Thus, the model is both 𝐶 -satisfactory and 𝑃 -

satisfactory. The model is good for forecasting India's methane emissions (kt of CO2 equivalent).  

Data visualization also sheds important insights into this matter. For instance, if one looks at 

Figure 1 (Australia) and Figure 2 (India), it can be seen that in the case of Australia, the trend of 

methane emissions is less linear and more unpredictable, as compared to the case of India. In the 

case of Australian methane emissions, the simulation of actual data generated through the model  

Table 1. The evaluation scales of the Posterior Variance Test 

Forecast Accuracy P C 

Good > 0.95 < 0.35 

Qualified 0.80 ~ 0.95 0.35 ~ 0.50 

Barely Qualified 0.70 ~ 0.80 0.50 ~ 0.65 

Unqualified ≤ 0.7 ≥ 0.65 
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Table 2. Forecasting methane emissions (kt of CO2 equivalent) from Australia and India 

 Australia India 

 Actual EGM (1, 1, α, θ) Actual EGM (1, 1, α, θ) 

2009 137198 137198 651519 651519 

2010 129412 156129 658933 659079 

2011 177597 155136 666188 662984 

2012 176798 154149 665448 666902 

2013 140884 153168 669582 670837 

2014 154126 152194 674058 674792 

2015 151225 151225 678829 678768 

2016 134687 150263 684446 682766 

2017 157518 149307 686785 686785 

2018 156428 148357 695494 690828 

2019 144212 147413 696432 694893 

2020 131485 146475 697655 698981 

2021  145544  703093 

2022  144618  707229 

2023  143697  711388 

2024  142783  715571 

2025  141875  719779 

2026  140972  724011 

2027  140075  728268 

2028  139184  732549 

MAPE % (in-sample) 9.11%  0.16% 

MAPE % (out of sample) 6.26%  0.36% 

𝑎  0.006382625  -0.005855098 

𝑏  157503.6963  653278.457 

𝛼  1  0.999871968 

𝜃  0.411832364  0.576532684 
NOTE: Italic numbers did not participate in modelling and forecasting processes, and were only used for out-of-sample testing. 

 

 
Table 3. Ex ante forecast error analysis by the PVT for Australia 

  𝝐(𝒌) (𝝐(𝒌) − �̅�)𝟐 (𝒙(𝒌) − 𝒙)𝟐 |𝝐(𝒌) − �̅�| |𝝐(𝒌) − �̅�|< 𝟎. 𝟔𝟕𝟒𝟓𝑺𝟏 Favourability 

2010 -26717 718319361 546095062 26801 No U 

2011 22461 500688568 615810730 22376 No U 

2012 22649 509160436 576817511 22565 No U 

2013 -12284 152989808 141543471 12369 No U 

2014 1933 3415047 1809519 1848 Yes F 

2015 0 7152 2420112 85 Yes F 

2016 -15576 245247576 327379282 15660 No U 

2017 8211 66043203 22443286 8127 Yes F 

 

 
Table 4. Ex ante forecast error analysis by the PVT for India 

  𝝐(𝒌) (𝝐(𝒌) − �̅�)𝟐 (𝒙(𝒌) − 𝒙)𝟐 |𝝐(𝒌) − �̅�| |𝝐(𝒌) − �̅�|< 𝟎. 𝟔𝟕𝟒𝟓𝑺𝟏 Favourability 

2010 -146 99383 198816266 315 Yes F 

2011 3204 9207525 46865978 3034 Yes F 

2012 -1454 2635095 57544003 1623 Yes F 

2013 -1255 2029105 11913213 1424 Yes F 

2014 -734 817065 1048754 904 Yes F 

2015 61 11765 33587745 108 Yes F 

2016 1680 2281929 130237202 1511 Yes F 

2017 0 28763 189109033 170 Yes F 
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Table 5. Key parameters and final assessment of the suitability of the model through the PVT 

Parameters Australia India 

𝑆1 16711.97 9145.51 

𝑆2 16567.56 1462.47 

𝐶 0.991 > 0.65 (Unqualified) 0.160 < 0.35 (Good) 

0.6745 𝑆1 11272.2 6168.6 

𝑓𝐹 3 8 

𝑓𝑈 5 0 

𝑃 0.375 < 0.7 (Unqualified) 1.00 > 0.95 (Good) 

 

is not well-fitted with the actual data. Thus, the conclusions drawn from the PVT are reliable, while 

those from the MAPE are debatable. It is found that by using the PVT, poor forecasts and 

interpretations can be avoided. 

5. Conclusion and recommendations 

Forecasting is an important problem in several disciplines and industries. Grey forecasting 

models represent an emerging methodology of forecasting. They have seen applications in various 

areas of practical importance. It has been observed that most of the literature involving grey 

forecasting only includes ex post evaluation of forecast accuracy, and the Mean Absolute Percentage 

Error (MAPE) is a popular choice among scholars. The current study argues that ex ante evaluation 

of forecast accuracy is essential, but it did not receive due attention from the grey forecasting 

community even though the founder of the grey forecasting methodology himself emphasized its 

significance when he proposed the Posterior Variance Test (PVT).   

The study forecasted the methane emissions (kt of CO2 equivalent) from Australia and India 

using the optimized even grey forecasting model EGM (1, 1, 𝛼, 𝜃). The ex ante evaluation of  

 
Fig 1. "Unqualified" forecast of methane emissions in Australia through EGM (1, 1, 𝛼, 𝜃) 
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Fig 2. "Good" forecast of methane emissions in India through EGM (1, 1, 𝛼, 𝜃) 

 

forecast accuracy was performed through the PVT, and ex post evaluation was done through the 

MAPE. It was found that even though the MAPE certified that the model is suitable for forecasting 

methane emissions from both Australia and India, the PVT contested this argument (for Australia) 

and only certified the model's validity for India.  

The results serve as a wakeup call for those who are applying the grey forecasting models without 

using the PVT or other ex ante measures. The study argues that the ex post evaluations, done through 

the MAPE or other metrics, are insufficient to establish trust in the forecast generated through 

mathematical models like grey forecasting models. New ex ante measures of grey forecasting models 

can be proposed in the future. Also, the validity of the PVT for different kinds of grey forecasting 

models is yet to be seen.  
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